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Introduction

Convolutions: An Overview

Convolutions in deep learning have

been a goto choice for people to

learn latent features of images.

Initial layers learn low level features

from images like edges and corners

and the deeper we go in the CNN the

richer the feature maps become.

Convolution can be viewed as a

kernel sliding over a matrix.

2

I
C
C
C
N
T
2
0
2
2

[2]



Introduction

3

Toeplitz Matrices
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How is it linked to convolution?

The convolution operator can be 

rerpresented as a stacked sequence 

of doubly block Toeplitz matrices. [1]

Why is it needed?

Toeplitz matrices help us convert the 

convolution operation into a matrix 

vector product format. Hence it can 

be thought of as a fully connected 

network.
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Flattening weight vector

Unrolled Input * Flattened Vector

Rolling back the output:

Unrolling Convolution[3]
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Methodology
Trivial Bound

The trivial lipschitz bound for a particular feed forward neural network refers to the product of
the spectral norms of the weight matrix of each individual layer. In the case of CNNs, the
‘unrolled filter’ can be used as a representative matrix whose spectral norm can give us the
trivial bound.[2]

Tight Bound

The tight bound for any particular neural network can be defined as the smallest value of the
Lipschitz constant L such that it satisfies the following equation:-

Empirical Bound

The empirical Lipschitz bound or the true Lipschitz bound is the obtained value from a
particular data distribution such that it satisfies equation 1. This reflects the true robustness of a
particular neural network.
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Proposed Algorithm

Our proposed algorithm is shown 

alongside. This can be used to find 

out the Empirical/True Lipschitz 

constant for any fully connected 

neural network and hence an idea od 

the robustness of the particular 

system. Note that it also depends on 

the particular dataset being used.

Methodology



Methodology
• Empirical Analysis Using the Lipschitz formula in eqn (1), we conduct am empirical

analysis to find out the distribution of Lipschitz constants over the test split of the MNIST
and CIFAR-10 datasets respectively. These histograms are extremely important since they
show us the order of magnitude in difference between the bounds obtained algorithimically
and the actual bound.
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Experimental Setup
• Implementation Details Here Fig 1 and Fig 2 denotes the CNN and FCN architectures

which was used for our experiements - this was then converted to a fully connected network
using the technqiues as explained earlier. Alll experiemnts were ran on a NVIDIA GTX 980
GPU with a batch size of 128, a learning rate of 1e-3 and for 4 epochs. We achieved a 96.9%
test accuracy on the MNIST dataset after conversion of the CNN.
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Results

Obtained results basedon Algorithm 1. The red line denotes the trivial lipschitz bound, the green line denotes

the tight bound and the blue line denotes the actual lipschitz constant.

Figure1 Figure2
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Results

Obtained results basedon Algorithm 1. Here, the set size (N) refers to the batch size of images being used.

Table1
Table2
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Future Directions

• Possible next approachesarebriefly summarizedbelow:-

1. Utilizing a memory free way of computing Lipschitz constants for CNNs.

2. Improvement of the algorithm to account for non-linearity in all types of networks

other than Fully Connected Networks and CNNs. This can be achieved with the

help of 1.

3. Move towards data free/online approaches - useful for real time robustness.

4. If possible, find more use cases such as (Reinforcement Learning) in which this

algorithmcanbeapplied. ForEx:adversesystemswherethedataishiglyunreliable.
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ThankYou!

For more information, please read our paper: “Lipschitz Bound Analysis of Neural Networks”.

Code is available at: https://github.com/sarosijbose/LBANN
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https://github.com/sarosijbose/LBANN

